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Abstract—Server workloads benefit from execution on many-
core processors due to their massive request-level parallelism.
A key characteristic of server workloads is the large instruction
footprints. While a shared last-level cache (LLC) captures the
footprints, it necessitates a low-latency network-on-chip (NOC)
to minimize the core stall time on accesses serviced by the LLC.
As strict quality-of-service requirements preclude the use of
lean cores in server processors, we observe that even state-of-
the-art single-cycle multi-hop NOCs are far from ideal because
they impose significant NOC-induced delays on the LLC access
latency, and diminish performance.

Most of the NOC delay is due to per-hop resource allocation.
In this paper, we take advantage of proactive resource alloca-
tion (PRA) to eliminate per-hop resource allocation time in
single-cycle multi-hop networks to reach a near-ideal network
for servers. PRA is undertaken during (1) the time interval
in which it is known that LLC has the requested data, but
the data is not yet ready, and (2) the time interval in which
a packet is stalled in a router because the required resources
are dedicated to another packet. Through detailed evaluation
targeting a 64-core processor and a set of server workloads, we
show that our proposal improves system performance by 12%
over the state-of-the-art single-cycle multi-hop mesh NOC.

Keywords-Latency; network-on-chip; resource allocation;
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I. INTRODUCTION

Server workloads are sensitive to last-level cache (LLC)
access latency because of their large instruction footprint [1],
[2]. Prior research shows that server workloads lose as much
as half of the potential performance due to long latency LLC
hits [3]. A noticeable fraction of LLC access latency is due
to on-chip communications [1] — a request for a piece of
data or an instruction should be sent to a destined LLC slice
and the response should be sent back to the requesting core.

A common network-on-chip (NOC) in today’s many-core
processors is a two-dimensional mesh. It has been shown
that a mesh-based fabric leads to poor performance on server
workloads [1], [4]. The performance in mesh-based designs
suffers as a result of a large average hop count, each hop
involving a router traversal.

To reduce NOC latency, researchers have proposed single-
cycle multi-hop networks [5], [6]. Such networks benefit
from the fact that wires are relatively fast, and as such, in
a single clock cycle, a packet can pass over more than one
hop. Reducing the number of hops, a single-cycle multi-hop

network improves performance over a mesh-based design by
accelerating accesses to the LLC.

However, server workloads have strict quality-of-service
requirements, so they require relatively fat cores with high
clock frequency [7]. Large cores increase the link length be-
tween two adjacent hops, and high clock frequency reduces
the time budget for link traversal. Together, these two factors
limit the effectiveness of single-cycle multi-hop networks
in reducing the number of hops for server processors.
Consequently, even single-cycle multi-hop networks impose
significant router delay on the LLC access latency.

Most of the per-hop delay is due to resource allocation.
On arriving at a router, a packet’s flit first needs to allocate
the required resources and then use the allocated resources
to go to the next hop. To reduce per-hop delay, prior work
proposed allocating the resources to a flit a few cycles before
its arrival at a router [8]. Using this concept, we propose
proactive resource allocation (PRA) to eliminate the resource
allocation delay of a single-cycle multi-hop network.

In contrast to prior work [8] that pre-allocates resources on
a per-flit basis, PRA pre-allocates resources for the whole
packet to avoid flit reordering in a single-cycle multi-hop
network [5]. With PRA, packets may pass up to a few hops
(e.g., two) in a single cycle. PRA is effective because it
takes advantage of two opportunities to allocate resources
to packets ahead of time on the way downstream to the
destination: (1) the period between the end of tag and data
lookup in the LLC [9], and (2) the in-network blocking
period in which requested resources are not free.

When an LLC slice receives a request for a piece of data
or an instruction, if the request turns into a hit in the LLC,
there will be a response to the requesting core. Last-level
caches of most processors benefit from a serial tag and data
lookup to reduce energy usage [10], [11]. For such LLCs,
the whole data lookup time is available for PRA. In cases
when LLC uses a parallel tag and data lookup, data lookup
takes longer than the tag lookup, as the data array is much
larger, and the time between the end of the tag and data
lookup is available for proactive resource allocation.

Moreover, if a packet (either a request or a response)
is waiting in a router because the output port is busy
forwarding a multi-flit packet, PRA benefits from the waiting
time by proactively allocating the required resources for the
waiting packet on the way downstream to the destination.
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We make the observation that if the downstream router has
enough buffers to store the in-transfer packet that holds
the requested resources, we can determine exactly when
the transmission of the in-transfer packet will end and
consequently when the waiting packet can be transmitted.

In this paper, we make the following contributions:
• To the best of our knowledge, this is the first work that

shows that single-cycle multi-hop networks are far from
ideal for server processors.

• We show that pre-allocating resources to packets (and
not individual flits) in a single-cycle multi-hop fashion
within the two suggested time intervals results in a near-
ideal network for servers, which is within 4% of the
performance of an ideal network.

• To the best of our knowledge, this is the first time that
packet stall time in a router is used for pre-allocating
resources in the network.

• We use a full-system simulation infrastructure to eval-
uate PRA in the context of a 64-core server processor
on a set of server workloads. Our results show that
PRA offers 12% higher performance as compared to a
single-cycle multi-hop network.

II. BACKGROUND

In this section, we examine features of server workloads,
and then describe trends in many-core processors. Last,
we survey on-die interconnect schemes and describe their
implications for performance in the context of many-core
server processors.

A. Server Workloads

Server workloads have several features that are common
across a wide range of applications, such as web search and
media streaming [2], [3], [7]. Three of the common features
are (1) request independence, (2) quality-of-service (QoS)
requirements, and (3) sensitivity to LLC access latency.
We examine these three common features in the following
sections.

Request Independence: Users’ requests that are pro-
cessed by server workloads are mostly mutually indepen-
dent. The independence of requests makes server workloads
a good candidate for execution on many-core processors.

Quality-of-Service (QoS) Requirements: Many server
workloads (e.g., web search and media streaming) have
latency requirements as part of their service-level agreement.
Moreover, server workloads increasingly invoke computa-
tionally intensive and performance-critical kernels [2], [7].
As lean cores (tiny cores with low frequency, e.g., [12]) may
jeopardize application quality-of-service and latency con-
straints, they are not commonly used in server processors.

Sensitivity to LLC Access Latency: Server workloads
have large instruction footprints beyond what can be cap-
tured in L1-I caches [1], [2]. Consequently, last-level caches

Figure 1. Elements of tiled server processors.

hold the instruction footprints. As a result, server workloads
are sensitive to LLC access latency.

B. Server Processors

The observations captured in the previous section are
reflected in several contemporary server processors. One
such design is the Intel Xeon E5 series processors. Depend-
ing on the model, the E5 series features up to 12 cores,
a banked LLC with 6-30 MB of storage capacity, and a
ring interconnect for connecting cores and cache banks.
While appropriate for a modest number of cores, the ring
interconnect stands as a major obstacle for scaling up the
core count, as its delay has linear dependence on the number
of interconnected components.

To overcome the scalability limitations of ring-based de-
signs, emerging many-core processors, such as Intel Knights
Landing [13], use a tiled organization. Figure 1 shows an
overview of a generic tiled processor. Each tile consists of a
core, one bank of the distributed last-level cache, directory
slice, and a router. The tiles are linked via a routed, packet-
based, multi-hop interconnect in a mesh topology.

C. NOC Architecture

Even mesh-based designs expose the core-LLC com-
munications to significant network delays, and diminish
performance. Each hop in a mesh network involves a router
traversal, which adds delay due to the need to access the
packet buffers, arbitrate for resources, and navigate the
switch. These delays diminish the performance of a mesh-
based tiled processor on server workloads [4].

To overcome the performance drawbacks of mesh-based
interconnects, researchers developed a single-cycle multi-
hop network named SMART [5] for on-die communications.
SMART takes advantage of a dedicated multi-drop network
to set up multi-hop paths. When a header flit wins the
arbitration, instead of sending the flit to the link in the next
cycle, SMART attempts to establish a multi-hop path using
the multi-drop network, which takes one cycle. In the next
cycle, the header flit goes to the link, potentially passing over
multiple hops (e.g., eight hops) before getting latched in the
input buffer of a router. SMART reduces the contributions
of routers to the end-to-end delay at the expense of an
additional clock cycle delay to set up a multi-hop path.
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Figure 2. Performance of SMART and ideal NOCs, normalized to mesh.

Unfortunately, SMART does not offer a significant perfor-
mance boost in the context of server processors. As cores in
server processors are relatively fat with high clock frequency,
a single-cycle multi-hop NOC can send a packet over just a
few hops in a single cycle (e.g., two hops). Given the extra
cycle needed to set up a multi-hop path and the probability
that not all links are idle at the same time, the net effect of
SMART in server processors is negligible.

Figure 2 compares the performance of the SMART net-
work to that of an ideal network with zero router latency
(link delay and contention are accounted for) for two repre-
sentative server workloads. Both performance numbers are
normalized to that of a mesh network. Packets may pass
over two hops in a single cycle in both SMART and ideal
networks. The details of the methodology can be found
in Section IV. The results show that the performance of
SMART is almost the same as that of the mesh interconnect.
Moreover, a hypothetical network that does not impose
router delay on the end-to-end packet latency results in an
average 28% performance improvement for Media Stream-
ing and Web Search workloads as compared to the mesh.

In summary, to get good performance from server work-
loads, we need to minimize the contributions of routers to
the on-die communication delay in a single-cycle multi-hop
network.

III. OUR PROPOSAL

This work aims to eliminate resource allocation time
from the end-to-end packet transmission latency. For this
purpose, on the way downstream to the destination, we
proactively allocate resources to packets before they demand
the resources. To proactively allocate resources, we need to
know what resources are needed for transmission of a packet
and in which timeslots. The former can be determined by
the destination of a packet, as we know the whole path to the
destination. The latter can be calculated if one knows when
the packet starts passing through the network. Knowing the
starting time, it is easy to calculate when the packet enters
and exits each hop, given the assumption that proactive
resource allocation is successful in prior hops.

We need to know the required information (i.e., starting
time and destination) a few cycles before a packet starts

traveling in the network. We observe that under two frequent
events, the required information is known a few cycles
before the actual packet transmission: (1) upon an LLC hit,
and (2) when a packet is stalled because the requested output
port is busy sending a multi-flit packet.

Depending on the available time, the distance between the
node that initiates PRA and the destination, and the status
of the required resources, PRA allocates part or even all of
the required resources to the destination. For part of the path
to the destination where resources are proactively allocated,
the packet just uses the resources, which greatly speeds up
the transfer, and for other parts, the packet first allocates the
resources, as in a standard network, before using them.

Proactive resource allocation is a general idea and can
be implemented on any NOC. As a case study, we provide
details for the implementation of PRA on a standard mesh
network.

A. PRA on a Mesh Network

In server processors, networks need to have three mes-
sage classes—request, response, and coherence—to avoid
protocol deadlock [14]. L1 caches are effective at filtering
access to the network in server processors, so the traffic
in the network is not heavy [4], [15].1 Consequently, each
message class usually consists of a single virtual channel
(VC). Moreover, as the coherence traffic is negligible [4],
[16], [17], the request and response traffic determines the
performance.

The mesh network, with slight modifications to support
PRA, is used for packet transmission. We refer to the mesh
network as the data network. We augment the data network
with a narrow bufferless control network to proactively
allocate resources in the data network. In the following
sections, we first explain the modifications needed in the
data network for PRA and then discuss the control network
in detail.

B. Data Network

Without PRA, the data network (i.e., the standard mesh
network) does not support single-cycle multi-hop traversal.
A header flit first goes to the VC and crossbar allocation,
and if the required resources are allocated to it, goes to
the crossbar and link in the following cycle. The rest of
the flits follow the head flit in subsequent cycles. With
PRA, however, resources are pre-allocated to packets so that
packets can benefit from single-cycle multi-hop traversal.
We assign resources to packets on a cycle-by-cycle basis.
When a cycle in a router is assigned to a packet, all the
necessary resources in the router are assigned to that packet.
Moreover, for multi-flit packets, PRA either allocates the
necessary resources for the transmission of all flits or fails.

1While the traffic is moderate in server workloads, most of the NOC
traffic is due to instruction misses, and so the latency of the network
significantly affects performance [2].



 

Figure 3. A 2-cycle proactively allocated path from R1 to R4.

Figure 3 shows a proactively allocated path between R1
and R4. Assuming two hops can be passed in a single cycle,
the 3-hop path consists of two single-cycle traversals of
length 2 and 1. The second part of the path is shorter because
either R4 is the final packet destination or the required
resources are not idle at R4. In router R1 and at time t,
a packet is read from VC1’s buffer, and is passed through
the crossbar and R1–R2 link. In router R2 and at the same
cycle, the mux and demux are set so that whatever comes out
of the R1–R2 link goes to the crossbar and R2–R3 link. So
the packet bypasses R2 and goes directly toward R3, where
the demux is set so that the packet goes to the latch. The
latches are used for temporary storage of flits after passing
over n hops, where n is the number of hops that a flit can
pass over in a single cycle (while PRA only supports two-
hops-per-cycle traversal, the data network is general). In the
following cycle (i.e., t+1), the packet similarly goes to R4
and is buffered in VC1. As resource allocation is performed
proactively, the whole transfer time from R1 to R4 is two
cycles.

Figure 4 shows components of a router in the data
network. Components that are unique to or modified by PRA
are shaded in gray. One of the modified components is the
input unit. In addition to standard VCs, we need to add two
extra VCs to the input units for operation of PRA. One VC is
a bypass link that lets packets bypass the VC buffers and go
directly to the crossbar. The other added VC is a latch that
is used as a temporary 1-cycle storage within a proactively
allocated path.

Moreover, for each output port there is a set of bit vectors
that store the allocation status of the output port for several
timeslots starting from the next cycle. For each cycle, the bit
vectors indicate whether resource allocation is done for that
cycle (Valid vector in Figure 4). If the resource allocation
is done, the bit vectors also indicate the input port that the
packet comes from (Input Select), the exact VC within the
port (Local VC Select), and the exact VC of the downstream
router to which the packet should go (Downstream VC
Select). The content of the bit vectors is shifted to the left
each cycle and one free timeslot becomes available in the last
cycle. The control network sets the bit vectors, as explained
in Section III-C.

The arbiter is one of the components that are slightly
modified to support proactive resource allocation. The arbiter
consists of a local arbiter, as in a standard mesh network, and
a PRA arbiter. If the bit vectors indicate that no proactive

Figure 4. Mesh+PRA router in the data network.

resource allocation is recorded for a given timeslot, the local
arbiter will be in charge; otherwise, the PRA arbiter decides
what will happen in the cycle. Figure 4 shows how local
and PRA arbiters are connected together. The PRA arbiter
uses the bit vectors to decide what to do in each cycle. If
there is no recorded resource allocation for the next cycle, it
does nothing. Otherwise, based on the bit vectors, it sets the
select of the mux to connect the right VC to the crossbar,
sets the control signal of the crossbar to send the packet
to the output port, and sets the select of the demux of the
downstream router to guide the packet to the right VC.

Finally, the data network includes a Long Stall Detection
(LSD) unit that checks for a stalled packet waiting for the
end of transmission of a multi-flit packet. If there are enough
buffers in the downstream router for the multi-flit packet,
this unit injects a control packet into the control network to
proactively allocate resources for the stalled packet.

C. Control Network

The control network is a narrow, bufferless NOC that is
used for proactive resource allocation in the data network.
A control packet pre-allocates resources in the data network
to accelerate packet transmission. If a control packet cannot
pre-allocate resources in a router, it simply gets dropped. A
control network consists of a mesh of single-cycle multi-
drop segments, as shown in Figure 5. The figure highlights
the internal structure and connections of a control network’s
router in the X dimension. The router has the same connec-
tions in the Y dimension.

Each router is connected to the next two routers in each
direction using a multi-drop segment. Turns are not allowed
in multi-drop segments as a way of minimizing the overhead.
With multi-drop segments, when a router sends a control
packet, two subsequent routers receive the packet. We use
2-hop multi-drop segments to enable control packets to pass
over two hops in two cycles: one cycle for packet processing
and one for packet transmission.

A router has two multi-drop inputs per direction. For
each direction, there are three latches: two corresponding
to the two multi-drop inputs and one associated to the LSD,
as we will discuss shortly. The three latches are statically
prioritized such that the closest multi-drop segment has the
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Figure 5. Control network: (a) links and signals and (b) signaling for
sending a control packet from R1 to R7.

highest and the LSD has the lowest priority. PRA prioritizes
the closest multi-drop segment over the farthest one to
enable the second node of a 2-hop multi-drop to locally
determine whether the first node can proactively allocate the
required resources or not, as we explain in this section. If a
router receives more than one control packet in a direction
in a single cycle, the lower priority packets are dropped.

Control packets, which are one flit long, consist of the
destination address, the lag between the control and the data
packet (number of cycles), the size of the data packet (long
or short), the message class (VC number), and look-ahead
routing information. The destination is either the source field
of the request packet or the destination field of the stalled
packet, and the lag is the number of cycles between the
control and its corresponding data packet.

On arriving at the LLC, a request packet is queued within
the LLC and waits for its lookup time. If the tag lookup
indicates a hit, the LLC controller will notify the network
interface (NI). The NI creates a control packet and places
it in the local latch of the control network if the latch is
empty. Otherwise, the control packet will be dropped.

Moreover, the long stall detection (LSD) unit checks to
see if a packet is waiting for a multi-flit packet, and if there
are enough buffers for transmission of the multi-flit packet. If
the conditions hold, the LSD unit generates a control packet
and injects it into the control network to proactively allocate
resources for the waiting packet.

On receiving a control packet in a given direction, the
packet is passed through the route computation unit and
resource allocation unit in parallel. If there is more than
one control packet in a direction, one is statically chosen and
the rest are dropped. The resource allocation unit determines
whether the requested timeslots on the requested output port
and downstream VC buffers can be granted. Note that the
control network always allocates buffers for a full packet.
If the packet needs to pass the bypass VC or the latch of
Figure 4, the decision is updated later, as we discuss. If
the request cannot be granted, the control packet will be
dropped. Otherwise, the granted timeslot(s) will be recorded
in the bit vectors and the required buffer space in the

downstream router is allocated properly for the full packet.
If the two routers in a multi-drop can allocate the required

resources, the second router forwards the control packet to
the subsequent multi-drop segment, provided that the control
packet’s lag is greater than zero. As it takes two cycles for
the control packet to pass over a multi-drop segment while
it takes only one cycle for the corresponding data packet to
pass over the pre-allocated multi-hop path, routers decrement
the lag to account for this difference and drop control packets
when the lag becomes zero. With the lag being zero, the
data packet has reached the control packet and no further
pre-allocation is possible.

As a control router does not know if proactive resource
allocation will succeed in the downstream router, it should
reserve a downstream buffer for the packet in the data
network. Each control router that successfully pre-allocates
the required resources passes an ACK signal back to the
upstream router. The ACK signal notifies the upstream router
that it is not the last node of a pre-allocated path. Upon
receiving the ACK signal, the control router frees up the
allocated buffer space and changes the Down Stream VC
Select (see Figure 4) for the data packet to pass through the
latch or bypass VC that are included in the input unit of
the data network. If the router is the second router in the
multi-drop segment, the latch VC will be selected (Router
3 in Figure 5(b)); otherwise the bypass link (Router 2 in
Figure 5(b)) is selected.

While only the second node in a multi-drop segment is
responsible for transmitting the control packet to the next
multi-drop segment, the transmission should happen only if
the two nodes in the multi-drop segment can pre-allocate
the required resources. Fortunately, the second node knows
whether the first node can allocate the required resources or
not, because the second node knows the status of its input
port and buffer, which are the output port and downstream
buffer of the first node, and PRA gives higher priority to the
closest multi-drop segment, as mentioned earlier.

Finally, PRA needs to avoid the possibility of two multi-
flit packets, one with normal and one with proactive resource
allocation, getting interleaved in buffers of a standard VC.
When a router allocates timeslots to a multi-flit packet on
an output port, it sets a special flag corresponding to the
message class. While this flag is set, no multi-flit packet can
use the message class, but single-flit packets can still use the
message class. The flag is cleared when either the multi-flit
packet passes over the output port or the downstream router,
through the ACK signal, informs the router that the multi-flit
packet will not be using the VC buffer.

IV. METHODOLOGY

Table I summarizes the key elements of our methodology,
and the following sections detail the evaluated designs,
technology parameters, workloads, and simulator.



Table I
EVALUATION PARAMETERS.

Parameter Value
Technology 32 nm, 0.9 V, 2 GHz
Processor features 64 cores, 8 MB NUCA LLC, Four DDR3-1600 memory channels
Core ARM Cortex-A15-like: 3-way out-of-order, 64-entry ROB, 16-entry LSQ, 2.9 mm2, 1.05 W
Cache per MB: 3.2 mm2, 500 mW
NOC Organizations:
Mesh Router: 5 ports, 3 VCs/port, 5 flits/VC, 1-stage (speculative) pipeline. Link: 1 cycle
SMART Router: 5 ports, 3 VCs/port, 5 flits/VC, 2-stage pipeline. Link: up to 2 tiles per cycle

Mesh+PRA

Data network: 5 ports/router, 3 VCs/port
Packets with PRA support: Bypassing pipeline stages, Link: 2 tiles per cycle
Others: 1-stage speculative pipeline. Link: 1 tile per cycle

Control network: 4-output and 13-input ports/router, 1-stage bufferless pipeline. Link: 2 tiles per cycle
Ideal Router: 5 ports, 3 VCs/port, 5 flits/VC, Bypassing pipeline stages. Link: 2 tiles per cycle

A. Processor Parameters

Our target is a 64-core processor based on the Scale-
Out Processor design methodology [18], [19], which seeks
to maximize throughput per die area. The chip features a
modestly sized last-level cache to capture the instruction
footprint and shared OS data, and dedicates the rest of the die
area to the cores to maximize throughput. The architectural
features are listed in Table I.

We consider four system organizations, as follows:
Mesh: Our baseline is a mesh-based tiled processor, as

shown in Figure 1. The 64 tiles are organized as an 8-by-8
grid, with each tile containing a core, a slice of the LLC,
and a directory node. A mesh hop consists of a single-cycle
crossbar and link traversal followed by a one-stage router
pipeline for a total of two cycles per hop at zero load.
The router performs routing, VC allocation, and speculative
crossbar (XB) allocation in the first cycle, followed by XB
and link traversal in the next cycle. Each router port has three
VCs to guarantee deadlock freedom across three message
classes: request, coherence, and response. Each VC is five
flits deep, which is the minimum needed to cover the round-
trip credit time.

SMART: The SMART-based processor has the same
tiled organization as the mesh baseline, but enjoys single-
cycle multi-hop traversal. A SMART hop consists of a two-
stage router pipeline followed by a single-cycle (potentially)
multi-tile link traversal for a total of three cycles per hop
at zero load. The router performs routing, VC allocation,
and speculative crossbar (XB) allocation in the first cycle,
a multi-tile link allocation in the second cycle, and finally
XB and link traversal. Each router port has three VCs to
guarantee deadlock freedom across three message classes.
Each VC is five flits deep.

Mesh+PRA: The proposed proactive resource allocation
(PRA) is implemented on top of the baseline mesh. LLC
waiting time and in-network blocking time are used to
proactively allocate resources using a dedicated bufferless
control network with 15-bit-wide links. At the control-

network, a hop consists of a single-stage router pipeline
followed by a single-cycle two-tile multi-drop link traversal.
At the data network, a Mesh+PRA hop consists of a single-
stage router pipeline followed by a single-cycle single-tile
traversal for a total of two cycles per hop at zero load
without PRA (i.e., baseline mesh). However, when proactive
resource allocation takes place, a packet passes over up to
two tiles (crossbars and links) in a single cycle. Each router
port has three VCs to guarantee deadlock freedom across
three message classes. Each VC is five flits deep.

Ideal: The ideal interconnection network is a hypothetical
network-on-chip with router delay of zero cycles. For the
ideal network-on-chip, only wire delays are considered. A
header flit can pass over up to two hops in a single cycle if
the required crossbars and links are free. Body flits follow
the header flit in subsequent cycles. While router delay is
zero, packets may get blocked in a router due to contention
(e.g., two packets competing for the same output port).
Each router port has three VCs for request, coherence, and
response packets. Each VC is five flits deep.

B. Technology Parameters

We use publicly available tools and data to estimate the
area and energy of the various network organizations. Our
study targets a 32 nm technology node with an on-die
voltage of 0.9 V and a 2 GHz operating frequency.

We use custom wire models, derived from a combination
of sources [20], [21], to model links and router switch fab-
rics. For links, we model semi-global wires with a pitch of
200 nm and power-delay-optimized repeaters. For SMART
and Mesh+PRA, we choose the number of repeaters to get a
link latency of 85 ps/mm. Given the delay of wires and the
aspect ratio of the tiles, two tiles can be traversed in a single
clock cycle. On random data, links dissipate 50 fJ/bit/mm,
with repeaters responsible for 19% of link energy. For area
estimates, we assume that link wires are routed over logic
or SRAM and do not contribute to network area; however,
repeater area is accounted for in the evaluation.
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Figure 6. System performance, normalized to a mesh-based design.

Our buffer models are taken from DSENT [22]. We model
flip-flop based buffers as all NOCs have relatively few
buffers. Cache area, energy, and delay parameters are derived
via CACTI 6.5 [23]. A 1 MB slice of the LLC has an area of
3.2 mm2 and dissipates 500 mW of power (mostly leakage).
The tag and data lookups take 1 and 4 cycles, respectively.

Finally, parameters for the ARM Cortex-A15 core are
borrowed from Microprocessor Report [24] and scaled down
from the 40 nm technology node to the 32 nm target. Core
area, including L1 caches, is estimated at 2.9 mm2. Core
power is 1.05 W at 2 GHz. Core features include 3-way
decode/issue/commit, 64-entry ROB, and 16-entry LSQ.

C. Workloads

We use server workloads from CloudSuite [25]. The work-
loads include Data Serving, MapReduce, Media Streaming,
SAT Solver, Web Frontend, and Web Search. Two of the
workloads—SAT Solver and MapReduce—are batch, while
the rest are latency-sensitive and tuned to meet the response
time objectives. Prior work [2] has shown that these work-
loads have characteristics representative of the broad class
of server workloads.

D. Simulation Infrastructure

We estimate the performance of various processor designs
using the Flexus full-system simulation [26]. Flexus extends
the Virtutech Simics functional simulator with timing models
of cores, caches, on-chip protocol controllers, and intercon-
nect. Flexus models the SPARC v9 ISA and is able to run
unmodified operating systems and applications. Flexus uses
the BookSim 2.0 network simulator [27] for modeling the
on-chip network.

We use the SimFlex multiprocessor sampling methodol-
ogy [28]. Our samples are drawn over an interval of 10
seconds (except Media Streaming samples, which are drawn
over 30 seconds) of simulated time. For each measure-
ment, we launch simulations from checkpoints with warmed
caches and branch predictors, and run 100 K cycles to
achieve a steady state of detailed cycle-accurate simulation
before collecting measurements for the subsequent 50 K

cycles. We use the ratio of the number of application instruc-
tions to the total number of cycles (including the cycles spent
executing operating system code) to measure performance;
this metric has been shown to accurately reflect overall
system throughput of multiprocessors [28]. Performance
measurements are computed with 95% confidence and an
error of less than 4%.

V. EVALUATION

We first examine system performance and area efficiency
of the Mesh, SMART, and Mesh+PRA designs, given a
128-bit link bandwidth. We then present an area-normalized
performance comparison, followed by a discussion of power
trends.

A. System Performance

Figure 6 shows full system performance, normalized to
the mesh, for various NOC organizations. Mesh and SMART
offer almost the same performance. SMART enables packets
to go over two hops in a single cycle but, unlike Mesh,
requires an extra cycle to set up the multi-hop path. As
Figure 6 shows, the net effect is negligible.

The proposed Mesh+PRA offers the highest performance
when compared to realistic networks. Compared to Mesh,
Mesh+PRA improves performance by 7–29%, with a geo-
mean of 14%. On average, the proposed Mesh+PRA im-
proves performance over SMART by 12%. The highest
performance gain is registered on the Media Streaming
workload, which is characterized by very low instruction-
level parallelism (ILP) and memory-level parallelism (MLP),
making it particularly sensitive to the LLC access latency.

As a point of reference, we also include the performance
of an ideal network with zero router latency. Across all
benchmarks, the proposed Mesh+PRA closely follows the
performance of the ideal network. On average, Mesh+PRA
is only 4% behind the performance of the ideal network with
zero router latency.

B. Why is PRA Effective?

To demonstrate why PRA is capable of reducing the on-
chip network’s delay, and consequently, improving system
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Figure 7. Distribution of control packets’ lags when they are dropped.
The maximum lag in our setup is four.

performance, it is essential to investigate how effectively
control packets proactively allocate resources for the data
packets traveling in the network. Figure 7 shows the distribu-
tion of control packets’ lags when they are dropped. Because
a control packet’s lag is decremented in each multi-drop, the
lower the lag becomes, the more resource allocation is done
for the corresponding data packet (ideally the lag becomes
zero before the control packet is dropped). Figure 7 shows
that across all workloads, 53–67% of control packets have a
lag of zero (ideal case) when they are dropped (the average
across all workloads is 61%). Moreover, 15–20% of the
control packets have a lag of one, and 17–27% have a lag of
two. More than 98% of the control packets have a lag of 0–2
across all workloads (less than 2% of control packets have
a lag of greater than two: the maximum lag in our setup is
four). The results clearly show the effectiveness of control
packets in pre-allocating resources to the data packets in the
on-chip network.

Moreover, we measure the number of control packets that
are injected into the control network. On average, we have
1.60 (SAT Solver) to 1.89 (Data Serving) control packets for
a single data packet (either a request or a response). As there
is more than one control packet per data packet and control
packets are effective at proactive resource allocation (see
Figure 7), a considerable number of a data packet’s required
resources is proactively allocated on the way downstream to
the destination.

Finally, when resources are proactively allocated on an
output port to be used later by a packet, the output port
becomes unusable by multi-flit packets (short packets, i.e.,
requests, can still use the output port) until either the
allocated resources are released or an ACK signal is received
from the downstream router. This resource underutiliza-
tion may have a negative impact on the effectiveness of
the proposed resource allocation scheme. We measure the
number of cycles that an output port cannot be used by a
packet because the port is proactively allocated to another
packet, and normalize it to the time the packet travels in the
network. Across all workloads, a packet only spends 0.01%
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Figure 8. NOC area breakdown.

of the end-to-end latency waiting in the network because
the resources are proactively allocated to other packets.
The large number of control packets per data packet, the
effectiveness of control packets in allocating resources, and
the negligible impact of resource underutilization for server
workloads explain the performance improvements observed
in Figure 6.

C. NOC Area

Figure 8 breaks down the NOC area of the three organi-
zations by links, buffers, and crossbars. Only repeaters are
accounted for in link area, as wires are routed over tiles.

For SMART and Mesh+PRA, the area of the interconnect
is 4.5 mm2 and 4.9 mm2, respectively. Compared to the
Mesh, SMART and Mesh+PRA require 31% and 40%
more area, respectively. Because interconnect has a small
footprint (i.e., Mesh’s footprint is 3.5 mm2), the 1.0 mm2

and 1.4 mm2 area overheads of SMART and Mesh+PRA
seem considerable, but as compared to the area of the whole
chip (i.e., over 200 mm2), they are relatively small.

D. Performance-Density Comparison

The area analysis in the previous section indicates differ-
ent NOC area costs (and hence chip area) for the examined
networks. To better understand how well the various de-
signs use the chip silicon area, we assess the performance
density (i.e., performance per square millimeter) of various
processors. We only consider the area of cores, caches, and
interconnect, disregarding the area of memory channels and
IO devices.

Figure 9 summarizes the results of the study, with perfor-
mance density of the four organizations normalized to that of
the mesh (we idealistically assume the area of a mesh for the
area of the ideal network). On realistic designs, Mesh+PRA
offers the highest performance density, followed by SMART.
The lowest performance density is registered for Mesh.
While Mesh+PRA has the highest network area, due to
its effectiveness in boosting performance and relatively low
area overhead at the chip level, it is the most area-efficient
organization. Mesh+PRA boosts performance density by
14% over Mesh, and 12% over SMART. Mesh+PRA is only
5% behind the performance density of the ideal network.
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Figure 9. System performance per square millimeter (i.e., performance density), normalized to a mesh-based design.

E. Power Analysis

Our analysis shows that the NOC is not a significant
consumer of power at the chip level (corroborating prior
work [4], [29]). For all organizations, NOC power is below
2 W. In contrast, cores alone consume in excess of 60 W.
Low ILP and MLP of server workloads [2] is the main
reason for the low power consumption at the NOC level.

VI. RELATED WORK

Various proposals have pointed out the need for low-
latency on-chip communication mechanisms [30], [31]. Ex-
isting low-latency NOC designs often target reducing (1)
hop counts, (2) blocking latency, or (3) per-hop latency.
Hop-count reduction. Packet hop-count reduction has long
been a major target in many low-latency NOC designs.
Prior work has focused on low-diameter topologies, in-
cluding high-radix networks [32]–[34], reconfigurable net-
works [35], and mesh-based topologies equipped with extra
irregular links that are inserted either randomly [36] or
based on applications’ traffic patterns [37]. Core-to-network
mapping and customized topology generation [38] are also
effective application-specific methods that reduce average
hop count for a target application, when the application and
its traffic pattern can be pre-characterized at design time.
Blocking-latency reduction. Adaptive routing is a tech-
nique to reduce blocking latency by directing packets to less
congested paths. Among adaptive routing schemes, those
methods that leverage both local and global congestion
metrics [39]–[43] or are aware of the running applications’
traffic behavior [44] often make more appropriate routing
decisions. Moreover, arbitration plays an important role in
managing the inevitable blocking latency in favor of total
application performance and quality of service requirements.
Slack-based arbitration [45] and prioritization schemes such
as QoS-aware prioritization [46], application-aware prior-
itization [47], and message class-based prioritization [48]
are effective in increasing applications’ performance. Prior
work also showed the effectiveness of predictive switch
allocation [49], packet-chained allocation [50], run-time
adaptive buffer sizing [51], smart VC allocation [52], packet

compression [53], and heterogeneous router design [54], [55]
in NOC latency reduction.
Per-hop latency reduction. To decrease router latency,
efforts seek to cut down or bypass the pipeline stages of
routers. A single-stage router [56] utilizes extensive pre-
computation techniques to forward packets in a single cycle
under low traffic. Router bypassing, which is implemented
in prior work (such as Express Virtual Channels [57], Token
Flow Control [58], and Pseudo Circuits [59]), enables flits
to travel one hop per cycle on pre-established paths.

In flit-reservation flow control [8], a control packet tra-
verses the network ahead of data flits to reserve buffers
and channel bandwidth in advance. Each control packet
leads one or multiple flits of a packet. Unlike PRA, this
method does not support single-cycle multi-hop traversal,
and reserves resources for individual flits, which makes it
difficult to support single-cycle multi-hop traversal (e.g., flits
may be reordered [5]). Bufferless NOCs cut down router
pipeline stages by always forwarding received packets to
an output port in a single cycle [60], [61]. Most bufferless
methods enable single-cycle packet forwarding, but at the
price of deflecting or dropping the packet when the preferred
output port is busy, hence increasing network latency under
moderate traffic loads.

The design of efficient circuit-switched NOCs has been
the focus of many proposals [62], [63]. Traversing dedicated
paths, circuit-switched data need not go through buffering,
routing, arbitration, and flow control once circuits are set
up. However, this switching method often suffers from
performance degradation due to long circuit setup delay and
poor bandwidth utilization. The time-division multiplexing
(TDM) scheme mitigates the low bandwidth utilization
of circuit switching [63], but its complexity introduces
difficulties using the circuits. We use the concept of the
timeslot in allocating link bandwidth to packets, but (1)
avoid the long setup time of circuit switching by overlapping
resource allocation and packet waiting time, and (2) relax
the complex timeslot allocation and alignment of TDM by
storing packets locally in case of unsuccessful allocation.
Proactive circuit-switching [62] is a recent effort to hide long



circuit setup time by having request packets reserve circuits
for their anticipated response packets as they go toward the
destination. Although pre-allocation reduces the latency for
those packets that travel on circuits, it requires multiple NOC
planes. In addition, early reservation of circuits results in
underutilization of network bandwidth. PRA pre-allocates
resources for the exact packet transmission time; hence
bandwidth loss is minimized. Likewise, a circuit-switched
memory access NOC [9], called CIMA, pre-establishes
circuits for long response packets. Routers attached to caches
set up circuits a few cycles before actual response data
transmission. Unlike PRA, CIMA establishes circuits only
for response packets, does not use in-network packet stall
time to set up circuits, and does not benefit from multi-
hop forwarding. NOC-Out benefits from high-radix flattened
butterfly topology to reduce hop count and low latency
simple routers to reduce per-hop latency [4].

VII. CONCLUSION

Server processors require a fast fabric for core-LLC com-
munications in order to maximize performance. Due to strict
quality-of-service requirements, lean cores are not usually
used for execution of server applications. Consequently, even
state-of-the-art single-cycle multi-hop on-chip networks im-
pose significant delays on the core-LLC communications.

This work identifies resource allocation as the major
obstacle to a fast on-chip network for server processors
that use single-cycle multi-hop networks. To eliminate this
obstacle, this work takes advantage of (1) LLC data lookup
time, and (2) packet blocking time to proactively allocate
resources to packets. Experimental evaluation indicates that
our proposal improves system performance over the state-
of-the-art single-cycle multi-hop network by 12%.
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