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Abstract—Instruction cache misses are a significant source of performance degradation in server workloads because of their large instruction footprints and complex control flow. Due to the importance of reducing the number of instruction cache misses, there has been a myriad of proposals for hardware instruction prefetchers in the past two decades. While effective, state-of-the-art hardware instruction prefetchers either impose considerable storage overhead or require significant changes in the frontend of a processor. Unlike hardware instruction prefetchers, code-layout optimization techniques profile a program and then reorder the code layout of the program to increase spatial locality, and hence, reduce the number of instruction cache misses. While as an active area of research in the 1990s, code-layout optimization techniques have largely been neglected in the past decade. We evaluate the suitability of code-layout optimization techniques for modern server workloads and show that if we combine these techniques with a simple next-line prefetcher, they can significantly reduce the number of instruction cache misses. Moreover, we propose a new code-layout optimization algorithm and show that along with a next-line prefetcher, it offers the same performance improvement as the state-of-the-art hardware instruction prefetcher, but with almost no hardware overhead.
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1 INTRODUCTION

Instruction cache misses are a major source of performance degradation in processors. Upon an L1 cache miss, even OoO processors cannot make forward progress because there is no instruction to execute. Instruction cache misses have been a major performance bottleneck since the 1980s [6], [7], [12]. Ever since the size and complexity of programs are exponentially increasing, leading to 100s of MB of complex code footprint in existing server workloads [9]. Consequently, the instruction-supply bottleneck is exacerbated with existing massive and complex code base [7], [9].

One way to reduce the number of instruction cache misses is through instruction prefetching. The simplest instruction prefetcher is a next-line prefetcher (NLP) that upon access to a cache block, sends a prefetch request for the subsequent cache block. Due to its simplicity, almost all commercial processors use a next-line prefetcher. Figure 1 shows the performance of an NLP as compared to an ideal cache in which every cache access is a hit. The figure clearly shows that there is more than 10% gap between the performance of an NLP and an ideal cache. To shrink this gap, the research community proposed many prefetchers for server workloads.

Temporal prefetchers are an important class of instruction prefetchers. Temporal prefetching record and replay the sequence of past accesses/misses [3], [4]. The state-of-the-art temporal instruction prefetcher is Proactive Instruction Fetch (PIF) [5] that records and replays the sequence of L1i instruction cache accesses to reduce the number of L1i misses significantly. While effective, PIF needs to store past L1i accesses, which imposes significant storage overhead (over 200 KB per core).

To reduce the storage overhead, the most recent proposal (i.e., Shotgun [10]) is not a temporal prefetcher and uses the branch target buffer (BTB) for prefetching. Shotgun uses the BTB content to go ahead in the control flow and prefetches cache blocks that are not in the cache. While Shotgun requires considerably smaller storage as compared to PIF, the area reduction comes at the cost of significant changes in the frontend of a processor.

Fig. 1. Performance of a next-line prefetcher versus an ideal cache.

Code-layout optimization (CLO) is another way to mitigate frontend bottleneck. For this purpose, CLO techniques place basic blocks that tend to be executed one after another spatially next to each other in the optimized layout. To do this, they may inspect the code itself to reorder basic blocks [6] or may run the code with sample inputs, profile the execution, and use the profiling information for reordering the basic blocks [13], [14], [15], [16], [19], [22]. Not surprisingly, profile-based basic-block reordering offers better results [15].

Profile-based basic-block reordering techniques construct the control flow graph (CFG) of basic blocks where nodes correspond to basic blocks and edges show how basic blocks follow one another. By profiling the execution on a sample input, these techniques associate a frequency to each edge in the CFG. As basic-block reordering techniques are applied to basic blocks within a procedure, they start with the basic-block entry of a procedure. Using the CFG, they find a basic block that most frequently follows the entry basic-block and place it right after the entry basic-block. Then they follow the same algorithm for the most recently placed basic block (e.g., the basic block right after the entry basic-block). It has been shown that this placement technique improves the spatial locality of instruction cache accesses, resulting in fewer cache misses.

While performance degradation due to instruction cache misses has motivated many researchers to tackle this problem and offer proposals, very few pieces of work in the past 18 years studied/used code-layout optimization techniques. Partially, this lack of interest in code layout optimization is because many researchers (e.g., [11]) believed that it provided only partial improvements due to complex control flow and massive code footprints in server workloads. In this work, we assess classical code-layout optimization techniques in the context of modern server workloads and show that with small
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modifications, they can increase the spatial locality of instruction accesses in today’s highly sophisticated server software to the point that a simple next-line prefetcher offers a level performance that matches that of the state-of-the-art prefetchers.

Our experiments show that following the most frequent successor of each basic block which is observed in previous accesses, correctly predicts the future accesses with 90% probability, on average. As a result, code-layout optimization can be a reliable solution to address the front-end bottleneck. But the scope of basic-block reordering should be larger than a procedure. With modern software engineering principle, code developers attempt to make procedures as small as possible. More explicitly, the most frequent successor of 22 to 45% of basic blocks are out of their procedure. Consequently, techniques that limit the scope of basic-block reordering to a single procedure lose an opportunity. Moreover, we find that placing basic blocks one after another just based on the forward frequency (i.e., how many times basic-block B followed basic-block A) leads to suboptimal results. This way, the basic block placement algorithm only considers what is best for the current basic block and not for the subsequent basic block. Instead, we suggest a new basic-block placement algorithm that takes into account the best placement for both basic blocks. Finally, we show that the combination of the optimized layout and a simple next-line prefetcher offers a performance improvement that matches that of state-of-the-art instruction prefetchers like PIF.

2 Pick the Best Successor (PBS)

Pick the Best Successor (PBS) is a heuristic algorithm based on the profiling information. First, it constructs a directed control flow graph (CFG) of basic blocks. Unlike prior work, this CFG includes the whole control flow of the program rather than a specific procedure. A node in the graph is a basic block, and an edge shows the frequency of a basic block followed by another. If node A has an edge to node B, A is called a before block for B and similarly, B is an after block for A. When the after and before blocks of a basic block are determined, PBS sorts them in descending order of frequency. Then, Algorithm[[9] is called separately for each basic block to find its best successor. For each basic block A, Algorithm[[9] finds the most frequent after block, named AB which is not already determined as the best successor for another basic block. Then, it examines the before blocks of AB in descending order of their frequency.

The best successor of A is AB if A is the most frequent before block of AB or AB is not the best successor for its before blocks with higher frequency than A. Otherwise, the algorithm must choose between two cases:

- AB is the best successor for one of its before block BB
- AB is the best successor for A

The algorithm considers these two cases. For each case, it attempts to find another best successor for the other one. Then it compares the sequential weight of each case (i.e., sum of the frequency of edges). Based on the heavier sequential weight, the best successor of A is determined. Note that this procedure only finds the best successor for a while it may be called recursively for other basic blocks.

When PBS finds the best successors of all basic blocks, it starts to chain them. Starting from the first basic block of the main procedure, PBS chains the best successor of the last inserted basic block to it. When a basic block does not have the best successor, we backtrack to the root to find a node that has a successor that meets these conditions: It is not already placed in the layout and is not the best successor of other basic blocks. If no node has the requirements, a breadth-first search (BFS) is executed starting from the stalled node to find a node that meets the conditions. If PBS finds no node, it performs BFS starting from the root to find a node that meets the requirements. If no node is found, the BFS is executed starting from the root to find a node that is not already in the layout. If PBS finds no node, the final layout is ready.

With the new layout, if the current successor of a basic block is different from the original successor, the control-flow instruction at the end of the current basic block needs to be modified for the correct execution of the program.

- **Conditional Branch**: The branch condition is negated, and its target points to the location of the original subsequent basic block.
- **Unconditional Jump or Return**: These instructions never let the execution to enter the subsequent basic block. In consequence, they need no modification.
- **Call**: The return instruction of this call should change the control flow to the basic block that originally was right after the call. So we add an unconditional branch instruction after the call to point to the location of the original subsequent basic block.

3 Methodology

We show the key elements of the evaluation methodology in Table[[1] In this section, we include the details of the evaluated processor, workloads, competing L1i miss reduction techniques, and the simulation infrastructure.

We model a server processor that resembles Intel Xeon Processor E7-4850 v4 [8]. The server processor has 16 cores and 32 MB
of last-level cache (LLC). This processor includes four DDR4 memory-channels that provide up to 85 GB/s bandwidth. Each core is a three-way out-of-order design with 128-entry re-order buffer (ROB), 64-entry load-store queue (LSQ), and 32 KB 8-way set-associative L1i and L1d caches.

We simulate the workloads listed in Table 2. We include a variety of server workloads from competing vendors, including online transaction processing, cloud web serving system, streaming server, and web server benchmarks.

For estimating system performance of server workloads, we use Flexus full-system simulator. Flexus extends the Virtutech Simics functional simulator with timing models of cores, caches, on-chip protocol controllers, and interconnect. The simulator models the SPARC v9 ISA and runs unmodified operating systems and applications.

We use the SimFlex multiprocessor sampling methodology [20] that extends the SMARTS sampling framework [21] for multiprocessors. For each workload, we have hundreds of measurements. For each measurement, we launch simulations from checkpoints with warmed caches, branch predictors, and prefetchers, and run 200 K cycles to achieve a steady state of detailed cycle-accurate simulation before collecting statistics for the subsequent 200 K cycles. Performance measurements have confidence level (interval) of 95% (less than 4%).

### 3.1 Competing Techniques

We evaluate the following techniques:

**Next-Line prefetcher (NLP):** NLP [18] is the most-widely used instruction prefetcher. On every access to a cache block, a prefetch request will be sent for the following block if the block is not in the cache. The hardware overhead of NLP is negligible.

**Classical Basic-Block Reordering (CBBR):** CBBR [14] chains the basic blocks of a procedure. We profile a program based on a sample input and build a flow-edge graph where the nodes correspond to basic blocks and edges show how many times the destination basic block followed the source basic block. CBBR sorts the edges and picks the one with the largest value. If the source basic-block of the edge does not already have a successor and the destination basic block does not already have a predecessor, the two blocks are chained together. CBBR continues until it examines all the edges. At this point, the procedure has one or more chains. CBBR sorts the chains based on the execution count of their first basic block. It first places the chain containing the procedure entry point, followed by the rest of the chains in decreasing order.

**PBS:** PBS is similar to CBBR with two changes: (1) instead of per-procedure basic-block reordering, PBS reorders the basic blocks of the whole program, and (2) PBS attempts to choose a basic block B to follow basic block A so that not only B is the best successor for A but also A is the best predecessor for B.

**PBS-Local:** PBS-Local uses the PBS algorithm to optimize the layout of procedures individually.

### 3.2 Optimization Infrastructure

For code-layout optimization techniques, we profile the program to determine the frequency of execution by executing 2 billion instructions. In all cases, the actual measurements start after the profiling period, and the profiling and measurement periods do not overlap. Profiling is done using 10% of the simulation samples, and evaluation metrics are collected based on the simulations of the rest of the samples. We construct a CFG based on the control flow changes in the profiling period. Then, we reorder basic blocks based on the various code-layout optimization algorithms (some instructions may be changed to maintain the execution control flow, as discussed in Section 3.2). The operating system, shared-libraries, and application binaries are optimized in all code-layout optimization techniques. However, we maintain the code for each part in their own address space in the memory.

### 4 Evaluation Results

Figure 2 shows the coverage, overprediction, and performance of all designs, normalized to a system without an instruction prefetcher. On average, PBS+NLP offers the best and the second best overprediction and coverage, respectively, as compared to evaluated prefetchers, and as such, delivers the same performance as PIF, which is the state-of-the-art instruction prefetcher and requires over 200 KB of storage per core. At the same time, PBS+NLP offers 10% higher performance than CBBR, which is the classical code-layout optimization technique [14].

Comparing PBS-Local against CBBR reveals that taking into consideration the choices of the subsequent basic block is of little use when we limit the scope of code-layout optimization techniques to just the body of a procedure. When the scope of code layout optimization becomes larger than a procedure, there is more opportunity for optimization and PBS by considering not only what
is best for the current basic block but also for the subsequent basic block offers more performance improvement.

Despite all the benefits, when a next-line prefetcher does not accompany code-layout optimization techniques, their effectiveness is limited, and they cannot reach the peak potential. When we apply a next-line prefetcher to the optimized layout, the actual benefits of code-layout optimization techniques emerge. PBS+NLP due to rearranging basic blocks in a way that optimizes for both current and subsequent basic blocks achieves the highest performance improvement.

We also compare CBBR-Global+NLP with PBS+NLP. As both approaches optimize the whole CFG, the difference between these two proposals is due to PBS’s policy to consider the backward edges during the optimization. The results indicate that this optimization offers 8% more miss coverage, 5% lower overprediction, and 2% higher speedup, as compared to CBBR-Global. Note that CBBR-Global is not a prior work and we include it to evaluate PBS’ successor selection mechanism.

5 Conclusion

In this paper, we evaluated a classical basic-block reordering technique and showed that if accompanied by a next-line prefetcher, it can significantly reduce the number of instruction cache misses and boost performance. We also proposed a new reordering technique that unlike the classical one considers both what is best for the current basic block and the basic block that will follow the current one. We showed that if the proposed reordering technique, named PBS, is accompanied by a next-line prefetcher and applied to a scope larger than a procedure, it offers a similar performance improvement as the state-of-the-art hardware instruction prefetcher with over 200 KB of per-core storage.
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